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Figure 1: This figure shows the VisPrac interface for collaborative exploration that shows active users, annotations, bookmarks,
multiple resizable and draggable visualizations, a provenance tree and a minimap for the same. The navigation bar has information
about the current user’s role in the project (Owner) and the user being ‘followed’ by them (Following username).

ABSTRACT

Visualizations are often used by a team in the process of informa-
tion foraging. Collaborators are often unaware of the intermediate
findings of the other members and the steps that they took to reach
those findings. We present, VisPrac, a collaborative interface to
explore visualizations with a provenance tree to track the changes
made by each user. Our system allows users to explore and anno-
tate various visualizations, annotate states of the provenance tree
to provide a rationale, and follow individual users as they analyze
the data. The provenance tree enables participants to visit previous
states of the exploration process and provides accountability in the
decision-making process.

Index Terms: Human-centered computing—Visualization systems
and tools; Human-centered computing—Visual Analytics

1 INTRODUCTION

Data-driven decision making relies on team-based collaborative
exploration of data using visualizations. In some cases, the steps
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taken to reach a decision are not available to all the members of the
team. Provenance is defined as the history of ownership of actions
or events [9]. Provenance has been used in the visualization field
to keep a record of the actions of an individual as they explore
data [7, 15, 16, 20].

Pirolli and Card [18] introduced the sensemaking loop where an
analyst transitions from information foraging to hypothesis genera-
tion and, eventually, insight. Ericsson and Lehmann [5] state that
“Experts don’t just automatically extract patterns .. from memory.
Instead, they select the relevant information and encode it... that
allows planning, evaluation, and reasoning”. While the analytic
process can lead to an analyst immersing themselves in the informa-
tion foraging process, the ability to review the process and gain a
better understanding of it for planning and evaluation is crucial for
accountability and reproducibility of the foraging process.

To facilitate collaborative data exploration and sensemaking, we
developed VisPrac. Visprac allows multiple users to collaboratively
explore data while being able to track the changes made by each
user in the form of a provenance tree. VisPrac allows individuals
to bookmark nodes in the provenance tree, add annotations to the
visualizations and the nodes in the provenance tree, follow a user
as they interact with the data, expand/collapse subtrees for large
provenance trees, highlight all the nodes created by a user, invite
other participants, review a user’s path to a node using the slideshow
mode, search for nodes that contain specific annotations, and explore
data in incognito mode for hypothesis testing.



2 RELATED WORK

2.1 Analytic Provenance
Heer et al. [7] introduced the concept of Graphical Histories to
capture the interaction and data analysis history. It can be be used
to communicate findings and to gain a deeper understanding of the
analytical process. North et al. [16] introduced analytic provenance
as an area of research to understand the reasoning process of analysts.
Herschel [8] discussed the various types of provenance and found
that it increases understandability among collaborators, increases
recall and reproducibility, and lastly, improves the quality due to
improved assessment and increased trust in the process. Nguyen et
al. [15] introduced SensePath - an analytic provenance system that
aims to automatically analyze the sensemaking process through the
various views included in the system. Their team later introduced
SenseMap [14] that captured visualization and user actions as well
as allowed participants to create their own knowledge map. While
participants found SenseMap intuitive to use, it did not have any
collaborative features.

Ragan and Goodall [20] stated that provenance provides a way to
store the process memory and communication among collaborators.
Ragan et al. [21] found that providing visual history aids (even low
resolution views) through provenance leads to analysts remembering
their process for explanation to colleagues. In a subsequent paper,
Ragan et al. [19] proposed a framework that classifies provenance
by types and purpose. Among the various types of provenance men-
tioned in the framework, visualization and interaction provenance is
captured in VisPrac with potential for rationale and insights through
the annotations feature. Madanagopal et al. [10] interviewed ana-
lysts and identified provenance as one of the key components for
effective collaboration.

Trrack [3] is a library for tracking provenance in web-based
applications. Trrack stores nodes sequentially in an object, and
references to child nodes in an array. Differential states are used
to track changes between nodes. VisPrac tracks provenance in the
form of a tree that grows as multiple collaborators explore data
independently or collaboratively.

2.2 Annotations
Annotations have been found to be extremely useful in the field of
collaborative visual analytics [11,12]. Missier et al. [12] found three
different types of annotations - Precision, Focus, and Optimization
to capture findings when exploring lineaage. InsideInsights [11] is a
system that provides a hierarchical insight management system that
facilitates annotation of states, structure, and links between them to
presentation views. Zhao et al. [23] explored the challenges with
handoff in asynchronous collaboration. Annotations and playback
of history were found to be useful for the knowledge transfer. Play-
back of history is available in VisPrac through the Slideshow Mode
feature. Chung et al. [1] introduced Vizcept to facilitate synchronous
collaborative exploration and visualization of large text datasets.
While Vizcept contains facilities for collaborative exploration, there
is no provenance and no ability to explore non-textual data.

2.3 Collaborative Sensemaking
Park et al. [17] posit that displaying the analysis process along with
the visual presentations enables users to reduce ambiguity and keeps
a record of the decisions made along the exploratory process. Coelho
et al. [2] introduced the share.va framework to store and share of the
states of visual analytics dashboards through blockchain, to ensure
security and trust among collaborators.

3 APPROACH

VisPrac enables synchronous collaboration for data exploration and
decision-making. It requires participants to sign up or login in order
to save states under their account. Participants can either create a

new project or join an existing project for which they have received
an invitation by email.

While exploring the visualizations the users can annotate their
findings, add other visualizations or choose to follow another user.
Any changes to the visualizations are noted and saved in the prove-
nance tree created on the right. Figure 1 shows the interface with the
visualizations on the left and the provenance tree on the right. The
tree stores each state as a node with the creator as the owner of the
root node. A state is defined as a collection of all the visualizations
and the current settings of the parameters in those visualization. The
node is a Vega [13, 22] state stored on the back end along with the
creator ID, the parent node ID, the visualization chart number it
belongs to, the timestamp of its creation, and the timestamp of its
update. On the front end, each node represents the current state of
each visualization, the creator of the node, the people examining the
same state, and the annotation count. The edge labels between the
nodes encode the changes made to reach that node from its parent
node. For example, if a slider was moved for a visualization from
0.5 to 1.3, the edge label displays the visualization ID that contains
the slider and the new value of the slider such as 19 - step: 1.3. To
minimize clutter, the edge labels are only visible on hover or when a
user zooms into the provenance tree.

3.1 Collaboration
The creator of the project is the owner and can set the project’s access
rights as public or private. If the project access is set to private, only
invited members can access the project. Collaborators can be invited
to the project by email. The URL of the project can also be shared
by copying it. A user can be a collaborator or a viewer. If the user
is a collaborator then the user can interact with the visualizations,
thus impacting the provenance tree. If the user is a viewer then
the user can only view the visualizations and the provenance tree
as others interact with it, but they cannot make any changes to the
visualizations.

Figure 2: Node Design: The left figure shows the ‘Add Bookmark’
icon button that can be used to bookmark nodes. It also shows that
the node has one user examining the state (green circle with a 1 on
the top right) and two annotations (red circle with a 2 on the bottom
right). The right figure shows a bookmarked node. The orange circle
in the top-left of the node is the bookmark indicator. The ’Remove
Bookmark’ button is also shown in the right figure.

3.2 Creating and Storing the State
The collaborative interface is created using Vega specifications that
are processed to extract key-value pairs with the key ‘signals’. From
these, only the signals with which the user can interact are stored
based on their ‘on’ or ‘bind’ property in its definition object. These
signals are sequentially passed to Vega’s View API, which returns the
initial value of each signal. All signal key-value pairs are grouped



according to their corresponding visualizations, and stored in a
nested object. This object is then used as the initial state of the root
node of the project.

Except the initial state of the root node, which contains the default
values of all the meaningful signals in the project, each state stores a
delta. In VisPrac, a delta is a simple JSON object which stores the
differences between two states in the provenance tree. This delta is
computed using the jsondiffpatch [4] library.

When a project is opened, the deltas of all the existing nodes are
patched sequentially on the states of their parent nodes, starting from
the root node. In essence, the entire provenance tree is reconstructed.
This is done only once when the user opens the project to reduce the
run-time complexity of patching nodes in real-time. When a new
node is added to the provenance tree, the delta of this new node is
patched on the state of its parent node on other users’ machines. This
enables quick switching between nodes to examine their respective
states.

3.3 Provenance Tree
Nodes are added into the provenance tree as users interact with
the visualizations. The interaction is with the signals provided in
the Vega specification. Signals such as cursor, events, and input
binding [6] lead to the addition of new nodes into the provenance
tree. Hovering over a node in the provenance tree shows a dialog
box that shows (a) A list of all the visualizations (identified by a
unique ID), (b) The number of users currently on the same node, (c)
The annotations in that state, and (d) The ID of the node. Figure 2
shows the result of the hover action on a node.

When reviewing the provenance tree, subtrees can be collapsed
by right-clicking on a node to manage large subtrees that may not
be of interest.

3.3.1 Provenance Tree Node Design
A node in the provenance tree contains encodings to convey informa-
tion about the state. The right image in Figure 2 shows a node that
has one user currently examining the state (as shown by the green
circle with a 1 in it), the state contains two annotations (as shown
by the red circle with a 2 in it), and that the node is bookmarked (as
shown by the orange dot on the top left of the node.)

Bookmarks provide an important way for analysts to curate and
capture their findings during the sensemaking process. Creating
bookmarks in Visprac is straightforward and requires the user to
hover the cursor over the node that is to be bookmarked and to click
the green ‘Add bookmark’ icon button in the tooltip. Figure 2 shows
a screenshot of the add/remove bookmarks feature. Bookmarks can
be removed by clicking the red ’Remove bookmark’ icon button in
the tooltip.

3.4 Database decisions
Initially, our project used Trrack [3], a provenance-tracking state-
management library. Trrack’s support for Firebase-driven persis-
tence encouraged us to use the Firebase Realtime Database, and
later, Cloud Firestore for data persistence and synchronization. The
unstructured/NoSQL data model allowed us to directly store projects
and provenance trees in the form of documents and collections. Us-
ing their realtime API, we were able to synchronize the users’ and the
project’s statuses across multiple clients. As the scope of our project
increased, we started noticing instability in our implementation. Tr-
rack’s approach of storing bi-directional references of provenance
tree nodes and importing/exporting the entire tree was making it dif-
ficult for us to make/retrieve consistent and granular updates to/from
the database. An increase in the number of nodes and users would
eventually cause Trrack to fluctuate between intermediate states of
the collaborative interface.

To resolve this issue, we migrated to Supabase, a PostgreSQL-
based Backend-as-a-Service. Overhauling our state-management

to work with an SQL-driven solution allowed us to leverage its
ACID capabilities. We were able to make data synchronization
more granular and specific by using PostgreSQL’s logical replication
functionality with normalized tables. We also created a basic form
of IAM (Identity and Access Management) using PostgreSQL’s
row-level security policies.

Interactions performed by each user on the charts reflect as a new
node on the provenance tree, provided there exists a signal for the
specific interaction in the respective chart. Every chart might have a
set of Vega signals which when triggered are captured by the plat-
form. Every captured signal along with the user ID is recorded and
sent to Supabase. Supabase stores the interactions in a PostgreSQL
database which gets reflected to all the other users. These stored
interactions show up as new nodes on the provenance tree. Each
node contains information of the state of the entire collaborative
interface at that instant and the user can click on the node to move to
that particular state. Simultaneous changes to the same root node by
different users result in different nodes and a user can create multiple
branches from the same root node.
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Figure 3: This figure shows the database schema employed by
VisPrac.

Figure 3 shows our database schema. Our implementation con-
tains the following tables: (a) User information and metadata is
stored in the ‘users’ table. (b) The ‘project’ table stores the name,
visibility (public/private) and the root node of the project. (c) The
names and specifications of the Vega visualizations in the project
are stored in the ‘visualization’ table. (d) The many-to-many re-
lationship between users and projects is facilitated via a junction
table (‘users projects’). When a project is created, the creator is
added to the users projects table as the owner, and a root node, with
signals from all the visualizations under the project, is created. (e)
The ownership of a node is determined by referencing the com-
posite primary key of users projects as a foreign key in the nodes
table. (f) The structure of the provenance tree is stored using a self-
referential/recursive relationship between the parent and children
nodes. (g) The ‘annotations’ table stores the coordinates and the
content of the annotation, as well as the associated node’s, creator’s,
project’s and visualization’s IDs. (h) The ‘bookmarks’ table identi-
fies the nodes that users have bookmarked in different projects using



the nodes’ and users’ IDs.

3.5 Multiple users

For synchronous collaboration between multiple users, we need
the updates to reach all collaborators. This requires propagating
updates and receiving updates. The system follows client-server
architecture, where each collaborator is a client to a database server.
The collaboration system must be real-time and support multiple
collaborators working at the same time, to achieve this low latency
and concurrency control is a must. The database server is a SQL
database providing concurrency control and consistency among
clients. Updates made are new nodes of the provenance tree, which
are added to the database, available for the collaborators.

Receiving changes must also be in real-time and Collaborators
need to update their provenance trees based on updates made. To
achieve this, each collaborator sets-up listeners for updates, instead
of querying every few seconds. On receiving changes, collaborators’
views update their provenance tree based on the current state of the
database.

3.6 Annotations

A Collaborator can add an annotation to any visualization or node
in the provenance tree. To add an annotation to a visualization,
they need to open the menu of the target visualization and click
on ‘Add annotation.’ This is followed by adding the text for the
annotation, clicking on the desired location on the visualization
for the annotation, and confirming the action. Figure 4 shows the
process of adding an annotation to a Quantile Dot Plot.

To implement annotations, custom data, marks and signals are
injected in the Vega specifications at run-time. The annotation is
constructed using an svg group of symbols and text, defined by data
and marks in Vega. To draw the viewers’ attention to the annota-
tions, a pulsating effect is added using CSS filters and transforms.
The location of an annotation is determined using custom Vega sig-
nals, which capture the coordinates of user-driven mouse events.
On creation, annotations are coupled with the active node and the
target visualization using foreign keys to their corresponding tables.
This helps in determining the right place and time for displaying
annotations.

Users can also search for nodes using the annotation content as
search query. When the query is entered in the search field, a list of
matching nodes are displayed right below it. To jump to the node
with the desired annotation content, users can simply select that
node from the list of results. That node is then selected as the current
node, and also centered in the provenance tree.

3.7 Finding node through annotations

Users can search for all the nodes that contain a user-specified
annotation. The search feature is found on the top left of the interface
and can be see on the top left in Figure 1. The node which the
annotation belongs to is centered on the screen to reduce the need
for the users to look for that node in a large provenance tree. Upon
clicking the node, the annotations are made visible and the user can
view the corresponding visualizations in that state.

3.8 Slideshow Mode

When collaborating on a project, the members of that project can
verify the work of their collaborators for accountability. To review
the steps taken to reach a specific node, we added the Slideshow
mode. The user clicks on a node of their choice and then clicks
the “Slideshow” play button on the navigation bar. The slideshow
begins from the root node and gradually traverses the tree towards
the selected node. As the slideshow progresses the visualizations
show the state corresponding to each node as the route is being
traversed.

3.9 Data Exploration in Incognito Mode

We facilitate the ability for an individual to test hypotheses through
the “Incognito Mode” feature. When a user enters “Incognito Mode,”
(shown in Figure 5) the interactions of that user are not available
to the rest of the collaborators, but they are visible to the user and
are stored in the database with a flag indicating that the node is
temporary. Only the user who created the node (while being in
incognito mode) will be able to see the temporary nodes connected
by dotted edges, as shown in Figure 5.

After the user is done exploring the data in incognito mode, they
can exit the incognito mode. At this point, the user is presented with
a dialog box asking the user “Do you want to save your progress?”.
If the user selects “Yes,” then all the new nodes created in that
incognito session are added to the provenance tree and the the flag
indicating temporary presence in the database is reset. This results in
those nodes to be visible to everyone in the project. If the user selects
“No,” then all the new nodes for that incognito session labeled with
the temporary flag are deleted from the database and the provenance
tree remains unchanged.

4 CONCLUSION & FUTURE WORK

We present the VisPrac system that allows collaborative exploration
of data with provenance for accountability and reproducibility. Users
can annotated findings and rationale for their decisions and novices
can follow experts in the system as they analyze data. The prove-
nance tree keeps a detailed history of the state of the visualizations
and the interactions that led to the various states of the collaborative
interface.

In the future, we plan to evaluate the benefits of a provenance tree
as compared to a linear layout that contains a list of all the changes
made by the collaborators in the project.
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