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ABSTRACT
The scatterplot matrix (SPLOM) is a commonly used tech-
nique for visualizing multiclass multivariate data. However,
multiclass SPLOMs have issues with overdraw (overlapping
points), and most existing techniques for alleviating overdraw
focus on individual scatterplots with a single class. This paper
explores whether animation using flickering points is an effec-
tive way to alleviate overdraw in these multiclass SPLOMs.
In a user study with 69 participants, we found that users not
only performed better at identifying dense regions using ani-
mated SPLOMs, but also found them easier to interpret and
preferred them to static SPLOMs. These results open up new
directions for future work on alleviating overdraw for multi-
class SPLOMs, and provide insights for applying animation
to alleviate overdraw in other settings.

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous

Author Keywords
SPLOM; scatterplot matrix; multi-class; multiclass; overdraw;
overplotting; animation; flicker; flickering

INTRODUCTION
Scatterplot matrices (SPLOMs) are widely used to visualize
multivariate data [15], and are effective tools for identify-
ing correlations, clusters, outliers, and other features of in-
terest [62]. Multiclass SPLOMs often use color to encode
different classes in the data, enabling powerful comparisons
between classes or subgroups. While color is an effective way
to represent multiple classes in scatterplots [28], fundamental
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challenges remain when using color to represent multiclass
data in SPLOMs.

Consider the widely-known diamonds dataset in ggplot2,
which contains not only continuous variables, but also cat-
egorical variables that are critical for uncovering underlying
patterns in the data [63]. Visualizing this dataset in a multi-
class SPLOM results in significant overdraw, which occurs
when points or glyphs are drawn on top of each other and oc-
clude the underlying data. For moderate to large datasets like
this one, overdraw affects the ability of viewers to accurately
understand the data distribution and discern relationships be-
tween variables and subgroups in the data.

As we discuss in the next section, multiclass SPLOMs are
one of the hardest and least studied settings for alleviating
overdraw. In this paper, we propose and evaluate a straightfor-
ward animated technique using flickering points for alleviating
overdraw in multiclass SPLOMs. Our contributions are:

1. We provide an interactive web-based open source tool
demonstrating our animated approach on several canonical
multiclass multivariate datasets of varying size. We encour-
age readers to visit vgl.cs.usfca.edu/animated-sploms/ to
interact with our tool.

2. We demonstrate how to explore multiclass multivariate data
with our tool using the diamonds dataset [63]. Despite need-
ing to render over a million points across several buffers,
we are able to successfully use our tool to identify regions
of varying density (i.e. number of points) and diversity (i.e.
number of classes) in this large complex dataset.

3. Finally, to determine the impact animation has on alleviating
overdraw, we conducted a study with 69 participants who
performed tasks using both animated and static SPLOMs.
Participants were not only able to better identify dense
regions in the animated version, but were also able to com-
plete these tasks in times comparable to the static version.
Most participants also indicated that animated SPLOMs
were easier to interpret than static SPLOMs and preferred
the animated approach.
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These results show that instead of being “too distracting” for
users, animation was able to alleviate overdraw in this chal-
lenging multiclass setting. We discuss other implications of
these results in our future work section.

MOTIVATION AND RELATED WORK
We next provide background information on scatterplots and
scatterplot matrices, and present related work to motivate our
decision to explore the impact of animation on alleviating
overdraw in multiclass scatterplot matrices.

Background
The scatterplot is a common technique introduced in the early
1800s that visualizes the relationship between two variables
using horizontal and vertical position [27]. Scatterplots have
been actively researched in the information visualization com-
munity. For example, Bachthaler and Weiskopf extended the
power of scatterplots to visualize continuous data frequently
generated in computational simulations [4]. Doherty et al.
conducted a user study on estimating correlations using scat-
terplots and found the overall notion that individuals underes-
timate correlations is inaccurate [20].

The scatterplot matrix (SPLOM) technique visualizes mul-
tivariate data using a small multiples approach that places
pairwise bivariate scatterplots of variables in a matrix [27].
SPLOMs can be effective for identifying correlations, clusters,
outliers, and other features of interest in multivariate data [62].
As such, SPLOMs are a common focus in the research com-
munity and frequently used by practitioners. For example,
Elmqvist et al. developed a technique that uses a SPLOM as an
overview as well as a navigational interface for comparing and
transitioning between individual scatterplots [23]. Lehmann
et al. presented an approach to explore large SPLOMs by
quickly selecting “relevant” plots [41]. SPLOMs have also
been generalized to utilize other types of visualizations within
the matrix beyond scatterplots [24, 37], but these generalized
plot matrices (GPLOMs) are outside the scope of this paper.

There are many variants of scatterplots and SPLOMs, allowing
for more variables to be visualized by modifying the shape,
color, and size of the points. This is commonly done to vi-
sualize multiclass data, where a categorical variable is used
to classify the data into multiple subgroups. Gleicher et al.
performed a large scale user study that evaluated participants’
ability to compare the means of multiple classes being dis-
played [28]. They found that using color to distinguish multi-
ple classes is better than shape. Additionally, encoding data
with redundant cues for tasks involving individual classes did
not affect user performance. This work motivates our use of
color to encode classes.

Why Multiclass SPLOMs?
One of the major problems with visualizing scatterplots and
SPLOMs is with overdraw for moderate to large datasets.
Overdrawing (or overplotting) refers to multiple data elements
being resolved to the same pixel location in the visualization.
Significant overdrawing will hinder the viewer’s ability to dis-
cern meaningful information from the visualization, especially
regarding the distribution and density of the data.

(c) Alpha Blending

(d) Color Blending (e) Highlighting (First Frame) (f) Highlighting (Animated)

(a) Normal Encoding (b) Open Circles

Figure 1. Examples of overdraw with common plotting techniques im-
plemented in our tool. (a) The default point encoding with opaque cir-
cles filled by class color and a thin white stroke. (b) The open circle
encoding with a thick stroke colored by class and no fill. (c) The alpha
blending encoding with slightly transparent fill colors. (d) The color
blending encoding using the “darken” mode where overlapping points
causes colors to get darker. (e) The first animation frame from high-
lighting the red class using the normal encoding. When a class is first
highlighted, all points belonging to that class are brought to the front
and non-highlighted points are drawn in grey. (f) A snapshot of the an-
imation after highlighting the red class. Several of the grey points have
now been redrawn, covering some of the red points from before.

Simple approaches for alleviating overdraw in scatterplots
include using different types of glyphs (shapes [40], sunflow-
ers [16]), varying the sizes of glyphs [42], applying alpha
blending or opacity [14], and applying a small amount of noise
to the dataset (e.g., jittering [12]). These simple approaches
are less effective for significant overdraw, which is often the
case for SPLOMs due to the small size of each individual
scatterplot in the matrix (see Figure 1 for examples).

There are more sophisticated techniques for dealing with over-
draw in single class settings. For example, Carr et al. [11]
introduced the use of drawing contours around dense regions,
hexagonal binning, and animation as alternative techniques
to deal with overdraw in dense scatterplots. Keim et al. pre-
sented the “generalized scatterplots” technique which uses
pixel-based techniques to address overdraw [39]. Hao et al.
extend the use of aggregation to provide users with a binned
representation of the data [31]. However, it is unclear how to
apply approaches like hexbinning to multiclass SPLOMs. A
small multiples approach (with one view per class) could be
used for an individual scatterplot, but SPLOMs already use
small multiples and have very little screen space to spare.

Considering other approaches to addressing the general chal-
lenge of overdraw, Dang et al. demonstrated a stacking method
using three-dimensional visual space [18]. However, applying
this to dense datasets in multiclass scenarios would not allow
for the distinction of classes, and small multiples could extend
the overplotting problem to 3D space. Sedlmair et al. [57]
examined the ability of various dimensionality reduction tech-
niques [60] (such as PCA [38] and MDS [10]) to separate
classes when visualized using 2D scatterplots, SPLOMs, and
3D scatterplots. They found that users performed sufficiently
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well for class separability tasks when using 2D scatterplots,
and using SPLOMs were valuable at times. However, they
found that 3D scatterplots hurt a user’s ability to discriminate
between classes due to visual clutter.

Mayorga and Gleicher introduced a contour-based technique
called splatterplots, which uses color blending, and applied
their approach to multiclass SPLOMs [44]. However, multi-
class SPLOMs often have overlapping classes and both alpha
and color blending approaches struggle in this scenario. For
example, representing four classes requires 15 colors, and five
classes requires 31 colors [44]. These color combinations
quickly become impossible to map back to individual classes.

Sampling is another common strategy for reducing clutter and
alleviating overdraw [22]. For example, Bertini and Santucci
developed a framework to measure the “degradation” in quality
when visualizing large datasets using a scatterplot. They devel-
oped an automatic sampling strategy that addresses the degra-
dation in quality that a viewer experiences [8]. In subsequent
work, Bertini and Santucci further fine-tuned their sampling
strategy to include best uniform sampling and non-uniform
sampling to reduce the observed degradation in quality [9].
However, how degradation is affected by their sampling strat-
egy in a multiclass setting is unknown. Chen et al. instead
used a multiclass blue noise sampling scheme to alleviate
overdraw in multiclass settings [13]. Their sampling scheme
eliminates occlusion and produces consistent scatterplots re-
gardless of the drawing order for an individual multiclass scat-
terplot. These sampling strategies are related to our animated
approach, which is similar to making visible different samples
of data over time. However, it is unclear how to adapt these
sampling strategies from individual scatterplots to SPLOMs.
Should the sampling schemes be adapted to consider how the
entire SPLOM would be affected (and thus each scatterplot in
the SPLOM shows the same sample of data), or individually
to each scatterplot such that each scatterplot in the SPLOM
shows different samples?

There is also work on optimizing various parameters to al-
leviate overdraw in scatterplots. For example, the work by
Matejka et al. uses a crowd-sourced opacity optimization tech-
nique [43]. Micallef et al. takes this a step further by optimiz-
ing other parameters in addition to opacity based on visual
quality metrics [47]. Both of these are not tailored for multi-
class SPLOMs, and like the sampling approaches, it is unclear
how this will affect the optimization process.

Finally, Eisemann et al. presented an interactive technique
using an overlapping hierarchy of scatterplots as an alternative
for multiclass SPLOMs [21], but the results still suffer from
occlusion as multiple scatterplots are overlaid. We primarily
focus on alleviating overdraw in multiclass SPLOMs rather
than explore general alternatives to the SPLOM technique.

Overall, few research efforts have targeted or applied their tech-
niques to multiclass SPLOMs. As we discussed in this section,
this is an important distinction since multiclass SPLOMs have
additional constraints to consider versus single class scatter-
plots. This is not to say existing approaches cannot be tailored
for multiclass SPLOMs, but it is clear alleviating overdraw in

the multiclass SPLOM setting needs more exploration. We
therefore focus on the challenging and understudied problem
of overdraw in multiclass SPLOMs.

Why Animation?
Our research explores the use of animation to address the
problem of overdraw in multiclass SPLOMs. Motion is easily
perceived in the peripheral vision [49] and is highly effective at
drawing attention [53], so it is no surprise that animation is an
active research topic in data visualization. For example, Ware
and Bobrow used oscillatory motion to highlight subsets of a
node-link diagram [62]. Feng et al. used animation to commu-
nicate uncertainty in parallel coordinates and scatterplots [26].
Animation is often used when visualizing dynamic graphs,
trees, and diagrams (e.g., [1–3, 30, 54, 55, 64]), and to visual-
ize changes over time in other techniques (e.g., [17, 29, 59]).
Research has found animation to be helpful in some situations
(e.g., [7,19,35,51]), though it can be detrimental in other cases
(e.g., [6, 52]). For example, Heer and Robertson found that an-
imated transitions between different representations improved
graphical perception [35], but Robertson et al. later found that
animation of trend traces was less effective compared to static
alternatives [52].

More importantly, animation has been used to address over-
draw for other visualization techniques (e.g. [22,25,58]). Even
better, animation can be applied to many existing overdraw
techniques to adapt them to multiclass settings. However,
animation has not yet been studied as an approach to han-
dling overdraw problems in scatterplots or multiclass SPLOMs.
Also, there is not yet a user study confirming this approach is
effective, allowing critics to dismiss animation as being “too
distracting” without further consideration. Given the mixed
success and problems with applying animation to different
visualization scenarios [6,35,52], there is a need for empirical
studies to assess the effects of animation on data interpretation
tasks in multiclass scatterplots and SPLOMs.

When considering how best to use animation in this setting,
we refer to three categories of motion for visualization: flicker,
direction, and velocity of motion [34]. Our approach uses
flicker, where points disappear and reappear over time at non-
regular intervals, but do not move in position. Related work by
Bartram et al. found that anchored motions like flicker were
less distracting than other types of motion [5], alleviating ini-
tial concerns that animating the entire SPLOM at once would
be too distracting for users. Also relevant to our design, Huber
and Healy demonstrated that flicker must have a cycle length
of 120 milliseconds or greater for accurate detection [36]. For
our implementation and study, we animate at a rate of 30
frames per second, but the exact rate that points flicker de-
pends on the density in that region. By design, it is possible
that points flicker faster than viewers are able to identify in-
dividual points. However, we use flicker to draw attention to
dense regions rather than to identify individual points. We
also chose to animate the entire dataset instead of a subsample,
allowing us to fulfill Munzner’s requirement to provide points
with “guaranteed visibility over time” [48]. Consequently,
the dataset size affects the time required to animate the entire
dataset, as discussed in later sections.
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APPROACH
Our basic approach continuously redraws points by looping
over the dataset, allowing for overdrawn points to eventually
reappear. We wanted an open source interactive web-based
tool to demonstrate our approach, and as such investigated
various JavaScript libraries. We decided to use the HTML5
canvas to avoid the performance issues related to SVGs, and
the P5.js JavaScript library [45] since our animation paradigm
fit naturally with the P5.js continuous draw loop.

Our tool supports several URL query string parameters
to control how points are rendered, including animation
speed, enabling pre-rendering or sampling, modifying the
point encoding, and controlling the scale amount. See Fig-
ure 2 for an illustration of our approach and tool, or visit
vgl.cs.usfca.edu/animated-sploms/ for a description of each
parameter and a live demo.

Encoding
We start with a traditional SPLOM. Since the scatterplots along
the diagonal and lower triangle of the matrix are redundant,
we only draw scatterplots in the upper triangle and rotate
the triangle so that it lies in the upper-left quadrant. Each
individual scatterplot is fixed in size, so the overall size of the
SPLOM depends on the number of variables being visualized.
Users can control the size using the scale parameter. For
each row and column in the matrix, we draw the variable name
and range (minimum, midpoint, and maximum values). We
place a legend and other controls in unoccupied regions in the
matrix, as depicted in Figure 2c–2e.

We use color to encode the class of each point based on the
work by Gleicher et al. [28], and used a qualitative color
scheme adapted from ColorBrewer [33]. By default, the points
have a fully opaque (not transparent) fill based on their class
with a thin white stroke. See Figure 1a for an example. The
white stroke ensures that points of the same color are still
distinguishable from each other. We also implemented other
point encodings that are commonly used to alleviate overdraw,
as depicted in Figure 1b–1e. Users may change the point
encoding using the encoding parameter. By default we draw
circle glyphs for each point, but users may change this to
squares using the shape parameter.

Using these encodings without animation can give mixed re-
sults for diverse regions with significant overdraw. For exam-
ple, consider the static snapshots in Figure 1. It is difficult to
determine the most dense and diverse regions (it all appears
dense and diverse), as well as determine any relationships be-
tween the classes. We later demonstrate how animation allows
answering such questions with a usage scenario.

Animation
We continuously loop through the dataset to animate the
SPLOM, redrawing one or more rows of points from the
dataset at a time. For example, drawing one dataset row with
five variables (not including class) results in drawing ten points
per animation frame: one for each scatterplot in the matrix.
The number of dataset rows animated at once can be con-
trolled by the rows parameter or the spinner widget depicted
in Figure 2c. To keep the entire dataset visible at all times,

we do not wipe the canvas clean between animation frames.
A progress bar, located above the legend in Figure 2d, shows
the percentage of dataset rows drawn, and then the percentage
of rows that have been re-animated for every subsequent loop
through the data.

Rows in the dataset are drawn in sequential order unless the
shuffle parameter is enabled, which randomly shuffles the
order dataset rows are animated. The order dataset rows are
drawn can impact the perception of the data. For example, if
the dataset is sorted by class then there will be less flickering
between colors in dense regions when animating in sequen-
tial order. The time it takes to fully render the dataset can
also cause issues if outliers appear towards the end of large
datasets. To ensure all outliers are immediately visible, we rec-
ommend users pre-order datasets to place outliers first or use
the prerender parameter to render the entire dataset before
the animation begins. Most small to moderate-sized datasets
have this parameter enabled by default in our tool.

Using our approach, the amount of flickering indicates the
amount of overdraw in a region. Points that are overdrawn will
reappear during later animation frames. Outliers are perceived
to be static, even when redrawn. Similarly, regions with low
density (i.e., few points) and low diversity (i.e., few classes)
will have little to no movement and appear static. Regions
with high density but low diversity will have movement due
to the white outline of each point, but will not change in color
(since each class is represented by a color). Regions with both
high density and high diversity will change color frequently.
This is where animation successfully draws attention through
flickering, whereas diverse and dense regions could potentially
be misinterpreted due to overdraw in static SPLOMs.

Interactivity
When users hover over a scatterplot in the matrix, the associ-
ated row and column labels on the left and top of the matrix
are highlighted. We also allow users to highlight points by
class using several off-screen buffers1. Specifically, for every
animation frame, we rendered each point being animated to
three buffers: a buffer with all points colored, a buffer with all
points in light grey, and a class-specific buffer.

Consider the example illustrated in Figure 2. If we were ren-
dering a point belonging to the A class, we would draw it in
the “All,” “Grey,” and “Class A” buffers. Since there are four
classes in this example, we need six buffers total. Users may
select one or more classes by clicking on the corresponding
color square(s) in the legend, as depicted in Figure 2e. When
users select a class, the appropriate buffers are displayed. The
example shows classes B and C highlighted, which requires
the “Grey,” “Class B,” and “Class C” buffers to be shown. Any
combination of classes may be selected. When all classes are
selected, only the “All” buffer is shown. When users first high-
light a class, points from non-highlighted classes are shown in
the background in grey and points from all highlighted classes
are shown in the foreground in their appropriate class color.
For example, Figure 1e shows the first frame after highlighting

1These off-screen buffers are separate from any front or back buffers
used for double-buffering by the P5.js draw loop internally.
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All Buffer Grey Buffer Class A Buffer Class B Buffer Class C Buffer Class D Buffer

Live Tool

b

a

c

d

e

f

…

w x y zv class
2.8389179162 3.9078823295 4.0302619637 4.61004998990.9024687377 B
5.8202691902 1.5594094109 4.7556153447 4.82626425366.2795038538 D
4.5190510939 3.3263419332 5.9517873581 4.87687981415.7664967667 A
4.0337763970 4.3383496092 5.7401687474 8.32303088742.8592611422 B
4.5520334983 2.4261049779 4.2434704724 4.54124650156.5250147083 D
4.9629899222 7.4872059850 4.0159166834 7.14318485284.2822648937 B
5.9612224113 3.9252814986 5.6511922762 4.18657611706.2216811007 D
7.1573628264 2.6683567915 4.6319703391 6.06815541266.4856959530 D
9.2203024611 4.3547196915 6.6738061051 5.61976827405.3040938764 C
4.4053564730 2.4269945046 6.1716804533 5.76790088625.9118135735 A
7.7179768527 2.4421188123 4.8830569700 5.86278569796.0310383205 D
7.5922631478 6.3568624332 2.1136557100 3.72451323645.9809192465 C
9.6280955823 3.4951245904 6.1225613551 5.95596467875.3104587623 D
3.8612029565 5.1243816205 4.2506344541 5.48925992132.2939333637 B

… … … … …

Figure 2. Illustration of our tool and approach. (a) We first draw the points for the current dataset row(s) in the all, grey, and class buffers. (b) The
appropriate buffers are shown in the live tool. The buffers for highlighting the red B and blue C classes are shown here. (c) Users may use the spinner
widget to change the number of rows animated per frame, and the play/pause buttons to stop and restart animation. (d) The progress bar shows the
percent of rows that have been animated or re-animated since the last loop through the dataset. (e) The legend shows the color assigned to each class.
Users may click on the colored boxes to highlight different classes. (f) Every frame, we advance to the next set of dataset rows and then start at (a) again.

Figure 3. Snapshot of our tool animating the diamonds dataset [63]. Only the first two rows of the SPLOM are shown, with the regions corresponding
to our usage scenario highlighted. Some of these observations are only possible by interacting with our animated tool. (a) Example of an outlier in
the z column of the SPLOM. (b) Example of a low density and low diversity region in the depth row of the SPLOM. (c) Example of a low density and
high diversity region in the carat vs table scatterplot. (d) Example of a high density and high diversity region in the depth versus table scatterplot.
(e) Highlighted region in the price versus carat scatterplot.
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the red class. If animation is enabled, then points belonging
to non-highlighted classes may start to be redrawn on top of
the other points, as depicted in Figure 1f. Users can highlight
points from different classes regardless of whether or not the
animation is paused.

USAGE SCENARIO
We demonstrate our approach by visualizing the diamonds
dataset included in the ggplot2 R package [63] containing the
prices and other attributes of round-cut diamonds. This dataset
includes 53,940 rows, 3 categorical columns, and 7 continuous
columns. We visualize the x, y, z, price, table, depth, and
carat columns in the SPLOM and use the cut column with 5
categories to color each point. Visit vgl.cs.usfca.edu/animated-
sploms/ to view an animated live demo and Figure 3 for a
static illustration.

Observations
First, we verified the detection of outliers and areas of varying
density (number of points) and diversity (number of classes)
with the animation technique. Consider Figure 3a, which
points to values near 35 in the z column. The lack of flickering
indicates the blue Very Good circle is an outlier in a low density
region. We confirmed there is only one row with a z value of
31.8 in the dataset.

Figure 3b points to another region in the depth row with values
greater than 65. This region has little movement and only one
prominent color, indicating it has low density and low diversity.
Only 2% of rows have depth values in this range, and 93% of
those rows belong to the teal Fair class.

We were also able to identify regions with high diversity. For
example, Figure 3c points to a region with carat values above
2.6 in the carat versus table plot. This region has several
colors but little movement, indicating it has high diversity but
low density. Indeed, this region contains all classes but less
than 0.2% of all the rows in the raw data.

Our approach generates the most movement for regions with
both high density and diversity. Consider the depth and table
plot in Figure 3d. It has a large amount of flickering colors for
values between 55 and 65, indicating it has high density and
high diversity. We confirmed this region contains 80% of the
points and all five classes in the raw data.

We made other general observations regarding the different
classes using our tool. For example, consider again the dense
and diverse region of points in the depth versus table scatter-
plot with values between 55 and 65 in Figure 3d. In the default
view, it is difficult to determine if there are points of the teal
Fair class in this region. This class appears infrequently in
this region if we highlight only this class. We confirmed that
only 1% of the points in this region belong to the Fair class.

Overall, the points for the teal Fair class are noticeable since
they tend to occupy regions with low diversity. However, this
class represents only 3% of the dataset. Consider the region in
Figure 3e in the carat versus price plot. If we highlight only
the teal Fair class in our tool, it is more apparent that these
points make up a small percentage of the dataset.

Rendering Performance
We tested our tool on an iPad Air 2 tablet and 2013 iMac
Desktop, both with 16 GB of memory. At 30 frames per
second, it takes 3 minutes to loop through the entire diamonds
dataset at 10 rows per frame. Both our tablet and desktop
system were able to handle 10 rows per frame.

At 100 rows per frame, it takes only 18 seconds to animate the
entire dataset. However, this requires animating 2,100 points
per frame (100 points for each of the 21 cells in the SPLOM).
This caused a sharp drop in framerate, suggesting we may
need a renderer with better performance for larger datasets.
As the increased rate of flickering may be overwhelming to
some users, we let users control this rate. We did not observe
these issues with datasets with under 10,000 rows.

We also observed performance issues prerendering a dataset
of this size. To prerender all 53,940 rows in the 21 plots in
our SPLOM, our tool must draw 1,132,740 points per buffer
used for brushing. The browser crashed prior to rendering the
first frame on both systems. Since the first frame is always the
same, we may be able to eliminate that render time by storing
the first frame for each buffer as an image instead. This issue
can also be alleviated by ordering the dataset to place outliers
first, reducing the need to prerender.

Overall, this scenario demonstrates that our interactive web-
based proof-of-concept tool is capable of handling large
datasets, but with some performance tradeoffs that we can
address in our next iteration. We suspect much of our perfor-
mance issues have more to do with our in-browser implemen-
tation of interactivity using multiple buffers than the animated
approach itself.

Next, we evaluate not only whether our animated approach
can alleviate overdraw, but also whether it is better than non-
animated settings.

USER STUDY
We conducted a user study2 to evaluate the effect of anima-
tion on alleviating overdraw in multiclass SPLOMs. Specif-
ically, we focused on understanding how animation impacts
a viewer’s ability to find regions with high density and/or di-
versity, the amount of time spent on finding these regions, and
whether animation is distracting or difficult to interpret.

Experimental Design
The study was run as an in-lab study administered via the
Experimentr [32] framework. The experiment followed a
within-subjects design with all users completing both condi-
tions (static vs animated) for both tasks (targeted vs diverse
density). We chose the default point encoding with opaque
colored circles to isolate the impact animation made on user
performance and preference. For this study, we removed most
of the interactivity from the tool, including highlighting classes
and the ability to change parameters like the animation rate
and point encoding. Visit github.com/usfvgl/splom-studies for
the entire Experimentr study setup.
2The study IRB ID 796 was reviewed by the Institutional Review
Board for the Protection of Human Subjects at the University of San
Francisco and approved as Exempt under 45 CFR 46.101(b).
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Analysis Tasks and Data Sets
Since we focus on addressing overdraw problems, we chose
tasks related to density (number of points) and diversity (num-
ber of classes) based on work on scatterplot tasks by Sarikaya
and Gleicher [56]. Specifically, the two tasks were:

• Targeted Density: Identify the region in a specific cell with
the most circles.

• Diverse Density: Identify the region in any cell with the
most circles and at least four different classes (colors).

We use the term cell to refer to a specific scatterplot within the
SPLOM. The targeted density task focused on density without
consideration for diversity, and asked participants to focus
on a specific cell. Participants could not continue to the next
task until they made a selection within the correct cell in the
SPLOM. The diverse density task focused on both high density
and high diversity. Participants could select regions in any cell
within the SPLOM, but had to select a region with at least four
or more classes to continue. Therefore, our two hypotheses
for the user study are as follows:

• Hypothesis 1: Participants will identify targeted density
more accurately using an animated vs. static SPLOM.

• Hypothesis 2: Participants will identify diverse density more
accurately using an animated vs. static SPLOM.

For user testing, we generated synthetic datasets tailored
for each task using the pandas [46], scikit-learn [50], and
numpy [61] libraries in Python. We experimented with dif-
ferent dataset sizes, and choose to generate datasets with 300
rows, 5 columns with values between 0 and 10, and 1 class
column with 5 possible classes. We found that datasets of
this size created multiple regions with overdraw, could be pre-
rendered quickly in the browser, resulted in SPLOMs that fit
entirely in the browser window without scrolling, and would
loop more than once within a reasonable amount of time when
animating 1 row per frame and 30 frames per second.

Specifically, we generated two training datasets and one larger
core dataset per task. We generated 6 additional datasets (3
per technique) from each of the core datasets by shuffling
the rows, randomly assigning variable labels v, w, x, y, and z
to columns, randomly flipping all values in the dataset, and
randomly assigning class labels A, B, C, D, and E to the class
numbers. The goal was to generate datasets with comparable
patterns, density, and diversity, but different enough to avoid
learning effects as the study progressed.

Study Procedure
Before beginning the trials, participants completed a ques-
tionnaire about basic demographic information such as age
bracket and education level. The application then provided
a brief introduction to scatterplots and SPLOMs and asked
participants how comfortable they were with these techniques.

Next, participants were provided instructions on how to per-
form each task. They selected regions by dragging a fixed-size
black rectangle on the plot. After the instructions, participants
practiced each task on both static and animated SPLOMs be-
fore beginning the main task trials. The practice questions

Scatterplots

Scatterplot
Matrices

1
(Very Uncomfortable)

4
(Neutral)

7
(Very Comfortable)

Figure 4. Participants were asked to rate their comfort level with scatter-
plots and SPLOMs on a scale of 1 to 7. Most participants were somewhat
comfortable interpreting these plots. Interpretation: The violin plots
show the density of ratings, the box plots show the first and third quar-
tiles, the whiskers show 1.5 times the inter-quartile range, and the white
circle shows the median. This encoding is consistent across all figures.

provided immediate feedback on how many circles and colors
were currently selected. Both the instructions and training
always showed a static SPLOM first followed by an animated
SPLOM. Participants then completed each task six times to-
tal (three trials for static and three trials for animated). We
randomized the technique order and which datasets were used
for each technique for each participant, but not the task order.
For example, users always saw task 1 before task 2, but some
users saw dataset 1 first using a static SPLOM and others saw
dataset 1 last using an animated SPLOM.

After completing both tasks, participants were asked whether
they found each technique easy to interpret, which technique
they preferred, and whether they found animation distracting.

Participants
We recruited 69 undergraduate and graduate university stu-
dents to participate in the study. To be eligible to participate
in the study, participants had to confirm they were 18 or older,
did not have a known form of color blindness that interfered
with their ability to interpret the class colors, and did not have
photosensitive epilepsy.

Approximately one third of participants identified as female
and the other two thirds identified as male. Over 78% of
participants were under 24 years old, and the remaining 22%
of participants were 25 to 44 years old. Participants took
between 6 and 26 minutes to complete the study (about 15
minutes on average).

Participants provided ratings about their comfort level with
both scatterplots and scatterplot matrices. Figure 4 shows a
summary of the participants’ comfort levels. Most participants
were moderately comfortable interpreting the plots.

Results
We analyzed the results in terms of task performance as well
as for subjective preference.

Task Performance
Both the targeted density and diverse density tasks asked par-
ticipants to select a region with the most circles (with the
first specifying a cell, and the second specifying a number of
classes). To assess task performance, we considered the aver-
age number of points in the selected regions and the amount of
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time taken to complete the tasks per participant. See Figure 5
for an overview of those results.

We conducted statistical tests for the performance results for
each task to test the hypotheses that the animated SPLOMs
would enable better performance than static SPLOMs. For
the targeted density task, neither task time nor the number of
identified points were normally distributed. Time was skewed
right, which was likely due to the online nature of the study and
individual preference; most participants preferred to complete
the tasks quickly, but some participants opted to spend more
time answering questions. The identified points were skewed
left, which was likely due to an upper limit in the number
of points in any region of the plots; in other words, it was
not possible to identify more than the maximum number of
points. Since the measures did not meet the assumptions
for parametric testing, we therefore opted for nonparametric
Friedman tests for statistical comparison of the animated and
static SPLOMs.

To test hypothesis 1, we examined the number of points iden-
tified, and found a significant effect with c2(1) = 10.88 and
p < 0.001. Participants identified regions with significantly
more points when using the animated SPLOMs (M = 60.63,
SD = 13.24) compared to the static SPLOMs (M = 56.22,
SD= 12.24), supporting hypothesis 1. Regarding task comple-
tion time for the targeted density task, each trial took approxi-
mately 23 seconds to complete. No evidence of a difference
was detected (c2(1) = 0.71, p = 0.40) between animated and
static SPLOMs.

To test hypothesis 2, we examined the number of points
identified from the diverse density task. Assumptions of
sphericity and normality were met for parametric testing, so
we used a repeated measures ANOVA (analysis of variance)
test. The effect was significant with F(1,68) = 18.97 and
p < 0.001, showing more points were identified with animated
(M = 42.65, SD= 6.53) than with static SPLOMs (M = 39.45,
SD= 5.98), supporting hypothesis 2. Average task completion
time for the diverse density task was approximately 21 seconds
per trial. Completion times for this task were not normally
distributed, so we again used a Friedman test. No evidence
of a difference was found, with results yielding c2(1) = 2.45
and p = 0.12 between animated and static SPLOMs.

Preferences
For subjective measures, participants found animated
SPLOMs easier to interpret on average than static (see Fig-
ure 6). Due to the ordinal nature of interpretability ratings,
we compared ratings for static and animated SPLOMS with
a Friedman test. The animated plots had significantly higher
ratings with c2(1) = 16.29 and p < 0.001. These responses
align with the task performance results, suggesting that partic-
ipants were aware that they could more easily interpret region
density with the animated SPLOMS.

Participant responses also clearly indicated a strong overall
preference for the animated SPLOMS over the static variants
(see Figure 7, top). Of the 69 participants, 77% preferred
animation. Despite the clear preference and superior inter-
pretability of animated SPLOMS, some participants found the
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Figure 5. Performance results from our user study. See Figure 4 for how
to interpret these plots. Top: The number of points selected for each task
and technique. Participants were able to select denser regions using an-
imated versus static SPLOMs on average. The effects were statistically
significant for both tasks. Bottom: The elapsed seconds it took to com-
plete the tasks per participant. No evidence of difference was detected
between techniques for either task.

Animated
SPLOMs

Static
SPLOMs

1
(Strongly Disagree)

4
(Neutral)

7
(Strongly Agree)

Figure 6. Users were asked to rank how strongly they agreed with
the statement that each technique (static versus animated SPLOMs)
was easy to interpret. The animated plots had statistically significantly
higher ratings than static. See Figure 4 for how to interpret these plots.

animation distracting (see Figure 7, bottom). However, only
30% of participants indicated agreement (at any level above
neutral) that animation was distracting during the study.

Discussion
Applying animation is a powerful and straightforward ap-
proach to handling overdraw in multiclass SPLOMs. The
human visual system is well-suited to interpreting differences
in motion, and leveraging motion differences can help users
to identify differences in densities and class compositions in
SPLOM visualizations. The results of the user study suggest
the animation technique is both effective at alleviating over-
draw and is easy to understand. Participants performed better
using animated versus static SPLOMs, confirming that anima-
tion helps distinguish region density in SPLOMs with high
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1 (Strongly
Prefer Static)

4
(Neutral)

7 (Strongly
Prefer Animated)

Technique Preference

1 (Strongly
Disagree)

4
(Neutral)

7 (Strongly
Agree)

Distracting Rating

Figure 7. Users were asked to rate their preference between static and
animated SPLOMs, and whether they agreed with the statement that
animation is distracting. Most users preferred animated but some found
it somewhat distracting. See Figure 4 for how to interpret these plots.

overdraw without the animation being too distracting. Further-
more, participants found animated SPLOMs easier to interpret
and preferred them over static SPLOMs. It is a promising
result that the animation approach did better in both perfor-
mance and interpretability in a comparable amount of time as
a static SPLOM under the same circumstances.

While distraction is a valid common concern for the use of
animation in information visualization, the results of the user
study indicate that distraction was not an issue for most partici-
pants. The experiment did not produce evidence that animation
increased the amount of time it took participants to complete
those tasks, and the majority (70%) of participants reported
no problems with being distracted by the motion.

However, the benefits were not universal. Approximately 29%
of participants on the targeted density task (selecting a dense
region in a specific cell) and 28% on the diverse density task
(selecting a dense and diverse region in any cell) performed
worse on average with the animated SPLOM, and a similar
number (30%) found animation at least somewhat distracting.
We plan to further explore the relationship between how dis-
tracting a viewer finds animation, the rate of animation and
overdraw, the amount of time spent training, and overall per-
formance in the future. For now, these results highlight the
need to allow viewers to disable or adjust the rate of animation
(which our tool supports).

FUTURE WORK
While our work does not establish the best approach for allevi-
ating overdraw in this setting, it does show that animation is a
promising approach for multiclass settings without being too
distracting. This opens up many other promising directions of
future research.

For example, we only focused on the impact of animation for
the simplest point encoding in our user study. Additional study
is needed to understand the impact of animation on other en-
codings, especially when combined with other techniques for
alleviating overdraw such as alpha blending, color blending,
and sampling.

We also fixed the animation parameters in our study. Future
research can explore how to optimize the rate of animation
based on user perception, similar to the work already done
on optimizing opacity [14]. Another direction of study is just

noticeable differences (JND) between frames in an animation
and the ability of users to make quantitative judgments with
them. While the rows per frame can be controlled by the
viewer when viewing the animation, its role in the perception
of diversity in a region needs to be studied.

Our study results showed that animation did not increase the
time required to complete tasks, but this could be related to
the small dataset size used in our study. Another promising
direction of research is to explore the relationship between the
time required to complete tasks using animation with respect
to dataset size. There is also the related question on how the
rate of animation and the time required to see all of the data
affects performance. These additional studies can help us
understand the scalability of this technique, and whether there
is a dataset size for which the approach is no longer beneficial.

Finally, this work was motivated by the lack of research fo-
cused on overdraw in multiclass SPLOMs. Animation could
be useful for alleviating overdraw in scatterplots with a single
class as well. Previous work by Shearer et al. also proposes
using a similar animated approach with other visualization
techniques [58], but there has been little work studying how to
do this effectively. Clearly more study is needed on whether
animation is effective at alleviating overdraw in other settings.

CONCLUSION
Multiclass SPLOMs are one of hardest and least studied set-
tings for dealing with overdraw, and there are not yet studies
examining how well animation alleviates overdraw. Our work
is a first step to remedying that. Specifically, we provide and
demonstrate an interactive web-based tool capable of render-
ing of over a million points. We then studied the impact of
animation on the simplest of encodings with a 69-participant
user study. Participants performed better with the animated
SPLOMs, found them easier to interpret and not too distract-
ing, and preferred animated versus static SPLOMs.
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