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ABSTRACT 
“Mirroring” refers to the unconscious mimicry of another 
person’s behaviors, such as their facial expressions. Mirror-
ing has many positive effects, such as enhancing closeness 
and improving the flow of a conversation, which enriches 
the quality of communication. Our study set out to devise a 
means of evoking these positive effects in a video chat 
without any conscious effort of participants. We construct-
ed a videophone system, called FaceShare, which can de-
form the user’s face into a smile in response to their part-
ner’s smiling. That is, our system generates mirroring by 
producing a pseudo-smile through image processing. We 
conducted an experiment in which pairs of participants had 
brief conversations via FaceShare. The results implied that 
mirroring using the pseudo-smile lets the mimicker, whose 
face is deformed according to the expressions of their part-
ner, feel a closeness, and improves the flow of the conver-
sation for both the mimicker and the mimickee, who sees 
the mimicker’s deformed face. 
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INTRODUCTION 
“Mirroring” is a phenomenon whereby people unconscious-
ly imitate others’ limb movements [7], gestures [1], and fa-
cial expressions [4]. Mirroring plays a crucial role in facili-
tating communication by showing empathy, enhancing the 
feeling of closeness, and encouraging cooperative behavior 
[1,12,14]. However, mirroring sometimes does not occur, or 
is weak, depending on the situation and the relationship be-

tween the persons involved [9]. Therefore, conversations 
could be effectively improved by drawing on the positive 
effects of mirroring by making an effort to display behavior 
that is congruent with that of one’s partner [12]. While do-
ing so currently requires a conscious effort, by using 
telepresence, the effort can be reduced. 

Telepresence refers to technologies that enable communica-
tion between remotely located people. Previous studies 
have focused on the presence and the accuracy of the 
transmission of information. “Transcendent telepresence”, 
which has been proposed recently [8,13], is based on the 
idea that it is not always effective to convey information 
exactly. The ability to transmit information in a modified 
form is an advantage of telepresence. Transcendent tele-
presence achieves psychological effects that do not occur or 
which would be limited in face-to-face communication. 

In this study, we focused on facial mirroring as part of our 
research into transcendent telepresence. We devised a tech-
nique to convey the image of a user that has been deformed 
into a smile to match that of their partner, rather than their 
original image, in a video chat. We assumed that “mirroring 
with a pseudo-smile” would evoke the positive effects of 
actual mirroring more than it tends to occur in natural face-
to-face communication.  

Our main contribution is proposing the idea of “artificial 
mirroring through pseudo-smiles” and verifying its effec-
tiveness. Our system will be utilized in both formal and 
casual situations, for example, to support and strengthen 
emotional labor in work and to help shorten the mental dis-
tance between friends or families who are physically far 
from each other. We believe that it adds new insights into 
traditional Computer-Mediated Communication research.  

RELATED WORK 

Facial Mirroring 
When people are (even unconsciously) exposed to happy 
and angry facial expressions, their emotion-relevant facial 
muscles react congruently [4]. There have been several dis-
cussions of the effects of this facial congruent response. For 
example, the intentional mimicry of facial expressions 
makes both the mimickers and mimickees become more ef-
fectively attuned to each other, resulting in a smoother in-
teraction and a feeling of closeness [12]. Although previous 
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experiments required the conscious efforts of the mimickers 
to mimic their partner, we believe that automatic facial de-
formation by image processing would enable users to in-
voke these benefits without any effort. 

Ichikawa et al. revealed that the congruent facial response 
of a receiver maintains the sender’s facial expression long-
er. Moreover, the likeability ratings given by senders were 
found to be higher for smiling receivers than for those who 
frowned, regardless of the congruency of the receiver’s re-
sponse. Furthermore, the receiver’s congruent smiling ex-
pression was rated as being more likeable than an incongru-
ent smiling expression [6]. Therefore, we can assume that a 
person’s congruent response to a smile increases that per-
son’s likeability, and causes the partner to smile for a long-
er duration. It is thought that a longer-duration smile evokes 
positive emotions because smiling tends to enhance positive 
emotions even when viewed by a person who is unaware of 
any emotion [2]. Therefore, in this study, we focused on the 
smile. 

Facial Deformation in Video Chat 
Smart Face uses facial deformation in a video conference 
[10] to enhance a users’ creativity during brainstorming 
sessions by deforming their faces into pseudo-smiles by us-
ing image processing. Smart Face succeeds in evoking pos-
itive effects, which implies that the use of a pseudo-smile 
would also be effective in our study. However, there are 
some situations wherein the use of Smart Face would be in-
appropriate because the users are always smiling. We be-
lieve that our proposed method could be applied to a wider 
range of scenarios because our method deforms a user’s 
face congruently with that of their partner. In addition, peo-
ple’s congruent facial expressions tend to be stronger when 
they see a dynamically changing facial expression, transi-
tioning to a smile, as opposed to viewing a static image of a 
smiling person [11]. Therefore, we believe that the dynamic 

deformation used in our method can evoke stronger positive 
emotions than those evoked by static deformation. 

VIDEOPHONE SYSTEM CAPABLE OF MIRRORING BY 
GENERATING PSEUDO-SMILES 
We developed FaceShare, a videophone system, which can 
deform a user’s facial expression into a smile, congruently 
with that of their partner’s smile, in real time. FaceShare 
uses facial deformation and congruent deformation tech-
niques, which are described in detail in this section. 

Facial Deformation Technique 
The facial expressions are deformed in real time by means 
of 3D deformation using the feature points of the face in-
cluding the contours, eyes, nose, and mouth. We used an In-
tel RealSense Camera (F200) and its SDK to capture an im-
age of the user’s face to detect the feature points. We ap-
plied Zhu and Gortler’s 3D deformation method [15] to the 
facial deformation. This method interactively changes the 
positions of the mesh vertexes of 3D objects by manipulat-
ing a set of point handles. 

First, the 2D image surrounding the user’s face is divided 
into a mesh (Figure 2a). Second, the real-world coordinates 
of the grid points are calculated from their depths and as-
sumed to be the mesh vertexes. Furthermore, the detected 
feature points are added as the point handles (Figure 2b). 
Third, the point handles are moved according to predeter-
mined parameters, and the mesh vertexes are then moved 
accordingly (Figure 2c). Finally, the moved mesh vertexes 
are projected onto the original 2D image, and the texture is 
re-pasted (Figure 2d). Our technique is robust to changes in 
facial rotation and distance from the camera, because it uses 
depth information.  

We deform a user’s face into a smile by lifting the lower 
eyelids, both ends of the mouth, and the cheeks, in line with 
the results of the research by Ekman et al. [5]. The positions 
of the lower eyelids and cheeks are calculated from the po-
sitions of the nose, mouth, eyes, and eyebrows because the 
Intel RealSense SDK could not detect them. Figure 1 shows 
the detected and calculated feature points. The feature 
points that are lifted to form a smile are numbered. 

A parameter design experiment was conducted to acquire 
the appropriate amount of deformation for the point handles 

point No. left up rear point No. left up rear
1 -3.6 5.7 3.7 14 -1.5 3.5 1.8
2 -1.7 3.4 2.6 15 0.0 3.0 1.3
3 -0.5 1.9 1.5 16 1.5 3.5 1.8
4 0.0 1.8 1.5 17 3.2 5.3 3.4
5 0.5 1.9 1.5 18 1.5 3.5 1.5
6 1.7 3.4 2.6 19 0.0 3.0 1.1
7 3.6 5.7 3.7 20 -1.5 3.5 1.5
8 2.5 5.0 2.3 21 -0.6 2.1 0.6
9 1.3 4.5 0.4 22 0.6 2.1 0.6
10 0.0 4.3 -0.2 23 -2.2 3.9 -0.1
11 -1.3 4.5 0.4 24 2.2 3.9 -0.1
12 -2.5 5.0 2.3 25 -3.9 3.7 0.1
13 -3.2 5.3 3.4 26 3.9 3.7 0.1

Table 1. Amount of deformation of each point handle in each 
direction (mm) 

Figure 2. Flow of facial deformation 

Figure 1. Feature points 
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(feature points) needed to form a natural smile. We asked 
13 participants (8 males and 5 females) to mimic an image 
of a smiling person and measured the amount of movement 
of each point handle, relative to a neutral face. Table 1 lists 
the results. The amounts of deformation on the left and 
right sides of the face were averaged to attain symmetry. 

Congruent Deformation Technique 
In our system, the deformed user’s image is generated and 
fed to a video stream. Users can video chat on their web 
browser via WebRTC. Furthermore, the intensity of a user’s 
smile as obtained by Intel RealSense SDK is sent to the 
browser via WebSocket. The partner’s smile intensity can 
thus be obtained in real time via WebRTC. When 
FaceShare detects that the partner is smiling, it deforms the 
user’s face into a smile after a predetermined stand-by time 
(400 ms). At this time, the amount of deformation increases 
linearly taking a predetermined transition time (300 ms) be-
cause instantaneous deformation would feel unnatural. 
When the system detects that the partner is no longer smil-
ing, the amount of deformation decreases linearly taking a 
transition time (300 ms) after a stand-by time (400 ms). We 
set the stand-by time based on the fact that the facial mus-
cles react about 300 to 400 ms after a person sees a specific 
facial expression [3]. We also set the transition time accord-
ing to the experiment conducted by Ichikawa et al. [6]. The 
latency is about 170 ms and the frame rate is about 11 fps. 
A Surface Pro 4 TH4-00014 (CPU: Intel Core i7, GPU: In-
tel Iris Graphics 540, memory: 16 GB) was used to run the 
facial deformation and videophone programs. Tests of our 
system confirmed that FaceShare could detect smiles and 
generating pseudo-smiles correctly even during speech. 

EXPERIMENT 
We conducted an experiment to investigate whether mirror-
ing with a pseudo-smile generated by FaceShare can repro-
duce the effects of actual facial mirroring. The effects of ac-
tual facial mirroring, as described in a related work, are im-
proving the mimickee’s impression (especially closeness) 
of the mimicker, making the mimickee feel that the conver-
sation is progressing more smoothly, and maintaining the 
mimickee’s smile longer. 
Six pairs of participants were asked to have conversations 
via FaceShare, after which they completed questionnaires 
about their impressions of their partner and the conversa-
tion. The duration of the smiles of participants during the 
conversation were measured. 
We hypothesized that the closeness, smoothness, and the 
amount of smiling would be greatest in the case of the mim-
ickees, because the pseudo-smile would reproduce the func-
tions of mirroring. We also hypothesized that these meas-
urements would be second highest for the mimickers, be-
cause they would receive feedback to their own pseudo-
smile; their pseudo-smile would maintain their partner’s 
smile longer, which would give rise to the feedback. 

Conditions 
This study was conducted as a within-participant experi-
ment under the following conditions:  

 Normal: the participant/partner use a normal videophone. 
 Mimicker: the participant’s face is deformed congruently 

with that of the partner. 
 Mimickee: the participants are exposed to their partner’s 

congruently deformed face. 
We set up three situations according to the conditions to be 
assigned to the participants (Normal-Normal, Mimicker-
Mimickee, and Mimickee-Mimicker), so that all of the par-
ticipants experience all three conditions. The order in which 
the different situations were introduced was random. 

Procedure 
We asked 6 pairs of participants (4 male pairs and 2 female 
pairs; all pairs were acquainted with each other) to have 
three 5-minute conversations via FaceShare. The experi-
ment was performed in one room, and the participants’ po-
sitions were not in the same line of sight. Earphones and 
earmuffs were used to prevent the participants from hearing 
their partners directly. The themes of each conversation, 
which were assigned in random order, were: “meals they 
recently ate,” “places they recently visited,” and “books or 
comics they recently read.” The participants completed the 
questionnaires after each conversation. In addition, we 
asked participants to freely describe what they noticed and 
cared about during the experiment. We did not reveal the 
purpose of the study or the mirroring with pseudo-smiles to 
participants in advance. 

Measurements 
Closeness: We asked the participants “How much did you 
enjoy the conversation with your partner?” and “How much 
did you want to talk more with your partner?” in the ques-
tionnaire using a 7-point Likert scale, where 1 was the most 
negative and 7 was the most positive, to evaluate their 
closeness. 

Smoothness: The participants responded on a 7-point Likert 
scale to the question “How lively was the conversation?”, 
and the subjective smoothness of the conversation was 
evaluated. We also measured their utterance amount by 
measuring the number of frames in which the volume ex-
ceeds a certain threshold to provide an objective measure-
ment of the smoothness. 

Smile Amount: We measured the participants’ average in-
tensity of smile ܫ and smiling rate ܴ during their conversa-
tions, using Intel RealSense SDK, to obtain the intensity of 
the smile ݏ in each frame ݅ within a range of 0 to 100. As 
the duration ݐ of each frame is not constant, ܫ and ܴ were 
calculated as follows: ܫ = ∑ ∑ݐݏ ݐ , ܴ = ∑ ݐ(ݏ)݊݃ݏ ∑ ݐ , 
where (ݔ)݊݃ݏ is the sign function.  

Results 
Closeness : Figure 3 shows the subjective evaluations of 
closeness. For the question “How much did you enjoy the 
conversation with your partner?” a Kruskal-Wallis test 
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showed no significant differences between conditions (p = 
0.15). The analysis of “How much did you want to talk 
more with your partner?” showed a marginally significant 
difference between conditions (p = 0.056) and Wilcoxon 
signed-rank post-hoc tests with the Holm method revealed a 
significant difference: Mimicker > Normal (p = 0.041). 

Smoothness : Figure 4 shows the subjective evaluation of 
the smoothness and the amount of utterance. A Kruskal-
Wallis test for the question “How lively was the conversa-
tion?” showed a significant difference between conditions 
(p = 0.030). Wilcoxon signed-rank post-hoc tests with the 
Holm method revealed significant differences: Mimickee > 
Normal (p = 0.023), Mimicker > Normal (p = 0.039). A 
one-factor ANOVA for the utterance amount showed no 
significant difference between conditions (F(2,22) = 0.29, p 
= 0.75). 

Smile Amount : Figure 5 shows the average intensity of the 
smile and smiling rate. A one-factor ANOVA for the aver-
age intensity of the smile showed a marginally significant 
difference between conditions (F(2,22) = 2.69, p = 0.090). 
An analysis of the smiling rate showed no significant dif-
ferences between conditions (F(2,22) = 1.14, p = 0.34). 

Discussion 
None of the participants in the experiments noticed that 
their partner’s face was deformed artificially according to 
the free descriptions. This implies that FaceShare does not 
give the participants the impression of an unnatural image. 

Contrary to our expectation that the subjective evaluations 
about closeness would be highest under the Mimickee con-
dition, we found that the Mimicker condition produced the 
highest result. We believe that the mimicker’s mirroring 
with the pseudo-smile provoked the mimickee’s stronger 
real-smile, which made mimicker feel “My partner is very 
interested in my talk!” Furthermore, unconscious recogni-
tion of artificial facial deformation might make the effects 
of mirroring weaker than those of real smiles. 

Moreover, we found that mirroring with the pseudo-smile 
enhances the smoothness of a conversation for both the 
mimicker and the mimickee. However, there was no signif-
icant difference in the amount of utterance. We believe that 
the improvement in the subjective smoothness was not re-
flected in the utterance amount because there was hardly 
any silence during any of the conversations in the trials. 
Moreover, any increase in the utterance amount under the 
Mimickee and Mimicker conditions could offset each other. 

Both the intensity of the smile and smiling rate were highest 
under the Mimickee condition and second highest under the 
Mimicker condition, as expected, although there was no sta-
tistically significant difference. Furthermore, the difference 
in the intensity of the smile was greater than that of the 
smiling rate, which implies that mirroring with a pseudo-
smile enhances the intensity of a smile rather than the dura-
tion of a smile. We noted that, when laughing, some partic-
ipants tended to look down or hide their face with their 

hand. This might result in the smile being impossible to de-
tect. In a follow-up study, we would instruct the partici-
pants not to hide their face during the conversations. 

CONCLUSION 
We developed FaceShare, a telepresence system that 
evokes the positive effects of mirroring by deforming a us-
er’s face into a smile that is congruent to that of their part-
ner’s. The system employs facial deformation and congru-
ent deformation techniques. Our experiments revealed that 
FaceShare enhances the mimicker’s feeling of closeness 
toward the mimickee and improves the subjective smooth-
ness of a conversation between them. Surprisingly, 
FaceShare was found to have a greater effect on closeness 
for the mimickers than for the mimickees. 

In this study, we focused on smiling rather than frowning, 
crying, and so on as the target of mirroring. However, fur-
ther investigation is needed to examine the effects of nega-
tive expressions. We are also considering utilizing flows of 
expressions, conversation contents and voice states to real-
ize more natural mirroring rather than the present “always 
mimic” approach. 

Figure 3. Mean (with SE) ranks of questionnaires about 
closeness 

Figure 4. Mean (with SE) ranks of questionnaire about 
smoothness (left) and mean (with SE) rate of utterance 

amount (right) 
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