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Last time
 Examples and learning paradigm:  Teacher, learner, thing to learn, presentation, 
conjectures.

 Assumptions:  Language = set, grammar = program.

 Encoding text as numbers.

 Computability theory

Turing machines

 Partially computable and computable functions





Which functions are partially computable?



Which functions are partially computable?

Fact: The composition of computable functions is computable.

Fact:  Functions built from partially computable functions algebraically are partially 
computable.

Fact:  The composition of partially computable functions is partially computable.

Fact:  Functions built from partially computable functions by means of recursion (i.e., 
subroutines) are partially computable.



A note on functions with more than one input.



A note on functions with more than one input.



Back to our guessing game
I am thinking of a set.  Can you guess what it is?  
(I will give you some clues, but I will never tell 
you if you are right.)

Our strategy was to guess “The set of all positive 
integers EXCEPT the smallest one we haven’t 
seen.”
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Computably enumerable sets
 We’ve seen that partially computable 
functions need not be total.

 The sets that are the domains of 
partially computable functions are 
special:  They are called computably 
enumerable.

 There is a special notation for these 
sets. 



Computable Sets



Approximating in stages.

This definition yields a computable matrix of values.



Computably enumerable sets
Why are they called computably enumerable?

Question 1:  Are there sets that are not computably enumerable?



Computable Sets


